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ABSTRACT: The near-bottommixing that allows abyssal waters to upwell tilts isopycnals and spins up flow over the flanks
of midocean ridges. Meso- and large-scale currents along sloping topography are subjected to a delicate balance of Ekman
arrest and spindown. These two seemingly disparate oceanographic phenomena share a common theory, which is based on
a one-dimensional model of rotating, stratified flow over a sloping, insulated boundary. This commonly used model, how-
ever, lacks rapid adjustment of interior flows, limiting its ability to capture the full physics of spinup and spindown of along-
slope flow. Motivated by two-dimensional dynamics, the present work extends the one-dimensional model by constraining
the vertically integrated cross-slope transport and allowing for a barotropic cross-slope pressure gradient. This produces a
closed secondary circulation by forcing Ekman transport in the bottom boundary layer to return in the interior. The
extended model can thus capture Ekman spinup and spindown physics: the interior return flow is turned by the Coriolis
acceleration, leading to rapid rather than slow diffusive adjustment of the along-slope flow. This transport-constrained one-
dimensional model accurately describes two-dimensional mixing-generated spinup over an idealized ridge and provides a
unified framework for understanding the relative importance of Ekman arrest and spindown of flow along a slope.
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1. Introduction

The ocean is a rotating, stratified shell of fluid with a geomet-
rically complicated bottom boundary. The sloping seafloor
affects a number of aspects of the ocean’s circulation. It allows
near-bottom diapycnal mixing to bend isopycnals and thus
spinup a circulation in the abyss (e.g., Phillips 1970; Wunsch
1970; Garrett 1990; Callies and Ferrari 2018), and it allows for
bottom Ekman layers to be arrested by buoyancy forces and
thus for currents to slide along slopes without being spun down
(Rhines and MacCready 1989; MacCready and Rhines 1991,
1993). These spinup and spindown processes have long been
studied using the equations of motion in a coordinate frame
that is rotated to align with the sloping bottom and simplified
by considering variations in the slope-normal direction only
(see Garrett et al. 1993 for a review). We here argue that new
insight can be gained by enforcing a transport constraint in
these one-dimensional dynamics and allowing for a time-depen-
dent cross-slope barotropic (vertically constant) pressure gradi-
ent. These modifications enable boundary mixing to spin up an
interior flow much more rapidly than through “slow diffusion”
(MacCready and Rhines 1991), and they allow for Ekman spin-
down in addition to Ekman arrest, capturing the competition
between the two processes.

Enhanced turbulent mixing near the seafloor is thought to
be a crucial element of the overturning circulation of the abys-
sal ocean, and 1D dynamics have been a powerful tool for
understanding the dynamical response to such mixing over a
sloping bottom. Antarctic Bottom Water fills the abyss of the
Atlantic and Pacific basins (e.g., Lumpkin and Speer 2007;
Talley 2013). For these dense waters to return to the surface,
they must cross isopycnals and thus require diapycnal mixing

(e.g., Munk 1966; Munk and Wunsch 1998; Ferrari 2014).
Observations have revealed that this diapycnal mixing is
strongly enhanced over rough topography (e.g., Polzin et al.
1997; Ledwell et al. 2000; Waterhouse et al. 2014), where tidal
and geostrophic currents produce a field of vigorous internal
waves that break and produce small-scale turbulence (e.g.,
Garrett and Kunze 2007; Nikurashin and Ferrari 2011). Our
understanding of how the ocean responds to this mixing, both
locally and globally, has been shaped by 1D theory for a strat-
ified, rotating fluid overlying a sloping, insulated seafloor
(e.g., Phillips 1970; Wunsch 1970; Thorpe 1987; Garrett et al.
1993). This theory (and the thinking it inspires), suggests that
bottom-intensified mixing spins up diabatic upslope flow in a
thin bottom boundary layer and diabatic downslope flow in a
stratified mixing layer above (Garrett 1990; Ferrari et al. 2016;
de Lavergne et al. 2016; McDougall and Ferrari 2017; Callies
2018). Variations in these locally produced flows give rise to
exchange with the interior and produce a basin-scale circula-
tion in the abyss (e.g., Phillips et al. 1986; McDougall 1989;
Garrett 1991; Dell and Pratt 2015; Callies and Ferrari 2018;
Drake et al. 2020).

It has recently become clear, however, that the canonical 1D
theory falls short in capturing two- and three-dimensional abys-
sal spinup, even in highly idealized contexts. The cross-slope
mean flow generated by the 1D system is too weak to keep
abyssal mixing layers stratified and instead produces a configu-
ration that is baroclinically unstable (Wenegrat et al. 2018;
Callies 2018). Even if the role of baroclinic eddies is set aside,
as will be done in the remainder of this work, spinup in two
dimensions is qualitatively different from that predicted by 1D
theory. Ruan and Callies (2020), considering bottom-intensified
mixing over an idealized midocean ridge (cf. Fig. 1), found that
an interior flow along the ridge spins up rapidly, in direct con-
trast to the slow diffusion predicted by the canonical 1D equa-
tions (MacCready and Rhines 1991). We show below that this
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rapid adjustment can be captured in 1D dynamics if a constraint
is imposed on the vertically integrated cross-slope transport.

The 1D dynamics have also been a cornerstone in our under-
standing of the spindown}or lack thereof}of meso- and large-
scale geostrophic currents flowing along topographic slopes.
Over a flat bottom boundary, a current induces Ekman trans-
port in the bottom boundary layer. If the strength of the interior
flow varies in the horizontal, so will the Ekman transport, lead-
ing to Ekman pumping and suction. By continuity, this generates
a secondary circulation so that the boundary layer transport is
returned in the interior. The Coriolis acceleration then turns the
flow, spinning down the original current on a time scale of
tS = f21Ek21/2 where f is the inertial frequency, Ek = n/fH2 is
the Ekman number, n is a turbulent viscosity scale, and H is
a height scale (e.g., Pedlosky 1979). The sloping boundary
adds new physics to the problem: as fluid is moved up- or down-
slope due to Ekman transport, it experiences a buoyancy force
that opposes its motion (Rhines and MacCready 1989; MacC-
ready and Rhines 1991). If a balance between the Coriolis and
buoyancy forces is reached, the Ekman transport is “arrested.”
This shuts down the secondary circulation and halts further spin-
down, so that from then on, the far-field current experiences an
approximately free-slip bottom boundary condition. The time
scale at which Ekman arrest occurs is roughly tA = (Sf )21 where
S = N2 tan2u/f 2 is the slope Burger number for a fluid with buoy-
ancy frequencyN over a slope at an angle u above the horizontal
(MacCready and Rhines 1991). The sloping topography thus ena-
bles the interior flow to persist if Ekman arrest is much faster
than spindown, that is if tA/tS = Ek1/2/S! 1 (Garrett et al. 1993).

The canonical 1D model captures only the physics of
Ekman arrest, not those of spindown. In that model, the
cross-slope Ekman transport produced by the initial along-
slope flow need not be returned in the interior, so the second-
ary circulation that can spindown the along-slope flow is lack-
ing. While the physics of these two processes have now been
known for decades, fully understanding their competition and
interplay has been hampered by this disconnect. Chapman
(2002) captured both processes in a simplified bulk model, but
the connection to the more complete 1D dynamics remained
opaque. We show below that a 1D model derived directly

from the full equations of motion can capture the physics of
spindown and arrest if a transport constraint is imposed and a
cross-slope pressure gradient is included, the same two modi-
fications to the canonical 1D dynamics that allow for a rapid
adjustment of the interior flow in spinup.

The key innovation of this work, introduced more fully in
the next section, is thus a transport-constrained 1D model
capable of representing rapid spinup and spindown. With the
geometry sketched in Fig. 2 and using standard notation, the
modified 1D dynamics are
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Crucially,U is an imposed cross-slope transport that we will typ-
ically set to zero, and P is a barotropic pressure perturbation
from the background state of rest. The transport constraint
enforces that any boundary layer transport must be returned
outside the boundary layer, creating a secondary circulation
and allowing for rapid adjustment of the along-slope flow. It is
possible to impose this transport constraint because we allow
for an implicitly determined time-varying barotropic cross-slope
pressure gradient xP.

In canonical 1D dynamics, this cross-slope pressure gradient is
absent from (1) or fixed in time to balance an initial along-slope
flow. In that case, an anomalous geostrophic flow y must satisfy
the balance 2fy = b tanu (which by hydrostatic balance equals
zp tanu, the projection of the vertical perturbation pressure gra-
dient onto the slope). A change in the geostrophically balanced
along-slope flow thus requires a typically slow modification of
the buoyancy anomaly b. The inclusion of a time-varying xP in
the modified equation (1) instead allows the balance2fy =2xP
and thus the rapid spinup or spindown of a (barotropic) geo-
strophic flow.

We derive this model in section 2, where we motivate it by
comparing the 1D and 2D equations in the planetary geo-
strophic (PG) limit. We then demonstrate the utility of the
modified model by considering mixing-generated spinup over
an idealized midocean ridge in section 3 and the spindown of
an along-slope current in section 4. We offer a discussion in
section 5 and conclude in section 6.

2. Rapid adjustment and constrained transport

In this section, we motivate the transport-constrained 1D
model summarized above. We begin with a review of the

FIG. 1. Sketch of idealized midocean ridge geometry. By continu-
ity and symmetry, the vertically integrated cross-ridge transport U
must vanish.
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canonical 1D theory, emphasizing the fact that it does not
enforce any constraints on vertically integrated cross-slope
transport. We then find that, when considering the 1D and 2D
systems in the PG limit, the inversion statements take the same
form and include an explicit transport term. In the 2D system,
this term is constrained by the geometry of the domain. With
this in mind, we modify the 1D model to allow for constrained
transport by including a time-varying barotropic pressure gradi-
ent term.

a. Canonical one-dimensional dynamics

The canonical 1D model is typically derived by writing the
Boussinesq equations in a rotated coordinate system aligned
with a slope that is inclined at an angle u above the horizontal
(e.g., Garrett et al. 1993). We here deviate from this approach
by remaining in the unrotated coordinates, which is a slightly
more natural choice if the horizontal components of the tur-
bulent momentum and buoyancy fluxes are neglected but
yields equivalent dynamics. Assuming no variations of the
flow, pressure perturbation, or buoyancy perturbation in
planes parallel to the slope (see appendix A for a more
detailed derivation), we obtain
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where u is the cross-slope velocity, y is the along-slope
velocity, and f is the (constant) inertial frequency. As
explained in appendix A, u is the horizontal projection of
the cross-slope velocity as it would be defined in a fully
rotated coordinate system, but we will still refer to it as the

cross-slope velocity for simplicity. We have split the total
buoyancy B into a constant background stratification and a
perturbation so that B = N2z 1 b. Turbulent momentum
and buoyancy transfer are represented by a diffusive closure
with turbulent viscosity n and turbulent diffusivity k, related
by the turbulent Prandtl number m = n/k. We explore the
consequences of using Rayleigh drag, a lower-order closure,
in appendix C (cf. Callies and Ferrari 2018; Drake et al.
2020). The fluid satisfies no-slip and insulating boundary condi-
tions at the bottom: u = 0, y = 0, and zB = N2 1 zb = 0 at
z = x tanu = 0, assuming (without loss of generality) that we
apply these equations at x = 0. At the upper boundary, we
impose no stress and a fixed buoyancy flux 2kN2: zu = 0,
zy = 0, and zb = 0 at z = H 1 x tanu = H at x = 0. The evolu-
tion is independent of H if H is large, in which case the domain
can be considered semi-infinite. Importantly, the assumption that
the pressure perturbation does not vary in the cross-slope direc-
tion leaves only the projection of the buoyancy force in (5).

Numerical, analytical, and approximate solutions to these
equations for both constant and bottom-enhanced k can be
found in the literature (e.g., Garrett et al. 1993; Callies
2018). The system has a steady state, in which the turbulent
buoyancy flux convergence or divergence is balanced by
cross-slope advection. This steady state is approached dur-
ing both spinup and spindown first by rapid adjustment in
the boundary layer, followed by a slow set up of a nonzero
along-slope flow in the interior (Thorpe 1987; MacCready
and Rhines 1991; Garrett et al. 1993). Outside the boundary
layer, the dominant balance in (5) is 2fy = b tanu, so the
along-slope flow and buoyancy perturbations evolve in lock-
step. Combined with the other two equations, this yields

(1 1 S)b
t

� 

z
k N2 1 1 1 mS( ) b

z

( )[ ]
; (8)

implying that the adjustment of the far field is diffusive and
thus slow (MacCready and Rhines 1991).

Throughout the evolution, the vertically integrated buoy-
ancy budget is

FIG. 2. Difference between the canonical and transport-constrained 1D models. Sketched are typical isopycnals and
cross-slope flow u as a function of z for spinup with constant mixing coefficients. Colors represent the barotropic pres-
sure gradient xP.
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dz 1 UN2 tanu � k‘N2; (9)

where k‘ is the far-field diffusivity. This implies that the
steady state is achieved by balancing the turbulent buoyancy
flux into the water column with a net upslope transport
U = k‘ cotu. During the transient, however, there is no explicit
constraint on the cross-slope transport, and cross-slope trans-
port in the boundary layer does not need to be returned
above. This canonical 1D model thus lacks a closed secondary
circulation that could produce a more rapid adjustment of the
along-slope flow than through slow diffusion.

b. Canonical one-dimensional model in the planetary
geostrophic framework

By considering both the 1D and 2D dynamics in the PG limit,
we can directly compare their inversion statements and clarify
the role of transport through an explicit term in the equations.
The PG approximation assumes large horizontal scales and small
Rossby numbers, rendering the tendency terms in the momen-
tum equations negligible. This approximation is reasonable for
mixing-generated spinup in the abyss, but the tendency terms are
crucial in Ekman arrest and spindown. The simplified PG
dynamics clearly illustrate the importance of constrained trans-
port, however, which is ultimately key in both cases.

With the PG approximation applied, the canonical 1D
equations (5)–(7) become
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Given a buoyancy perturbation b, the momentum equations
(10) and (11) allow us to invert for the flow (u, y), and the
buoyancy is evolved in time through (12). We define a stream-
function x(z) such that u = zx, allowing us to cast the inver-
sion as a single streamfunction equation. Integrating (11)
from some level to z =H yields

y

z
� f
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x 2 U( ): (13)

Differentiating (10) and substituting zy from (13) yields the
streamfunction inversion equation:
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The boundary conditions are that x = 0 and zx = 0 at z = 0
and x = U and 2zx � 0 at z = H. Although not needed for the
evolution, the along-slope flow can also be inferred from x by
integrating (13) from the bottom up, using y = 0 at z = 0.

In these equations, the vertically integrated transport U
must be treated as an unknown (U = k‘ cotu applies in steady
state only). We must supplement (14) with an additional
boundary condition. Enforcing y = 0 at z = 0 in (10) yields
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which closes the system and allows us to determine U implic-
itly. As we will see in the next section, however, this vertically
integrated transport is constrained by the nonlocal context in
2D and 3D geometries and cannot evolve as freely as in these
canonical 1D equations.

c. Two-dimensional planetary geostrophic dynamics

Consider the mixing-generated spinup of PG flow over the
idealized 2D ridge sketched in Fig. 1. If the 1D model is to
serve its purpose, then we should expect it to provide an accu-
rate description of the local flow on the flanks of the ridge.
Continuity and symmetry imply that the vertically integrated
cross-ridge transport within this domain must be zero, how-
ever, in contrast with the canonical model. This simple exam-
ple of a nonlocal constraint on transport illustrates a key
piece of physics missing from the canonical 1D theory.

To make this comparison explicit, we consider the 2D PG
equations for a fluid with depthH(x),
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where p is the pressure divided by a reference density and w is
the vertical velocity. The boundary conditions are again an
insulating and no-slip bottom, N2 1 zb = 0 and u = y = 0 at
z =2H; a constant-flux and free-slip top zb = 0 and zu =
zy = 0 at z = 0; and no normal flow across both boundaries,
which together with u = 0 at z = 2H reduces to w = 0 at
z =2H and z = 0.

As before, we turn the momentum equations (16)–(19) into
one streamfunction inversion. Defining x(x, z) such that
u = zx and w =2xx, we have
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where U �
�0

2H
udz is the vertically integrated transport, a

constant in x by continuity. The boundary conditions are simi-
lar to the 1D case: x = 0 and zx = 0 at z = 2H and x = U and
2zx � 0 at z = 0.

The inversion equations (14) and (21) have the same form
in 1D and 2D. Under the assumption that b does not vary in
planes parallel to the slope, xb = 2zb tanu. Continuity and
symmetry over our 2D ridge (Fig. 1), however, set the trans-
port term to zero, whereas the canonical 1D model generally
produces a time-varying U Þ 0. This explicit difference
between the two inversions causes qualitative differences
between the 1D and 2D solutions, as seen in Ruan and Callies
(2020) and further discussed below (Fig. 4). In general, the
1D dynamics are coupled to the barotropic vorticity equation
via the vertically integrated transport terms. The sinusoidal
ridge considered here is a simple incarnation of this coupling
in which the transport is always zero. Although this choice of
geometry is specific, it is not contrived; it should be possible
to explain the dynamics over the ridge flanks with 1D theory.
The same principles still hold for asymmetric 2D geometries,
where U must be determined as part of the inversion but
again is the result of a nonlocal constraint (see appendix B).

d. Transport-constrained one-dimensional dynamics

The analysis of the PG inversions in the previous section
suggests that a 1D model must include an additional con-
straint on U to faithfully reproduce local 2D dynamics. The
canonical 1D model (5)–(7) must therefore be modified to
include another degree of freedom, with a natural choice
being a vertically constant, time-varying pressure gradient
xP. This pressure gradient can accelerate a barotropic cross-
slope flow u as needed to satisfy the transport constraint. The
transport-constrained 1D dynamics are then
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with U prescribed. The tendency terms tu and ty are
dropped if the PG approximation is applied.

As we will see in the solutions presented below, the transport
constraint and barotropic pressure gradient are what allow the
system to rapidly adjust in the interior. Physically, the require-
ment that U = 0 forces any boundary layer transport to be
returned in the interior (Fig. 2). This secondary circulation is
not the same as the dipole in the diabatic circulation generated
by bottom-intensified mixing; it is present even in the case of

constant k and acts on the entire column. The interior cross-
slope flow u is then turned by the Coriolis acceleration via (23),
leading to rapid adjustment in the far-field along-slope flow y.
This sets up geostrophic balance with the barotropic pressure
gradient in the interior: 2fy = 2xP. Classic Ekman spinup and
spindown dynamics are now captured.

It should be noted that this geostrophic adjustment occurs
instantaneously if the PG approximation is applied. The sec-
ondary circulation that sets up the barotropic along-slope geo-
strophic flow is therefore only implicit in the PG model and
not part of the explicit streamfunction x.

3. Mixing-generated spinup over an idealized ridge

The modification to the 1D system described in the previ-
ous section enables it to capture the rapid spinup of interior
flow encountered in 2D dynamics. The canonical 1D model
fails to do so. To demonstrate this, we employ 1D and 2D
numerical models to perform a mixing-generated spinup
experiment over the idealized symmetric ridge depicted in
Fig. 1. For simplicity, we use the PG approximation for all
models in this section, although subtle differences in spinup
between PG and full models are noted in appendix D.

a. Numerical models

We solve the 2D PG system given by the inversion equation
(21) and evolution equation (20) using terrain-following coor-
dinates and second-order finite differences (cf. Callies and
Ferrari 2018). Model parameters and geometry are taken
from Ruan and Callies (2020) to roughly match those of the
Brazil Basin (Table 1), except that we enlarge the ridge to a
more realistic size because the computational constraints
from Ruan and Callies (2020) do not apply here. Specifically,
we take the domain height to be a sinusoid:

H x( ) � H0 1 A cos
2px
L

(26)

with H0 = 2 km, A = 800 m, and L = 2000 km. Mixing is repre-
sented by a bottom-intensified profile of turbulent diffusivity,

k � k0 1 k1e
2 z1H( )=h; (27)

with parameters obtained from a fit to Brazil Basin observa-
tions (Callies 2018; Table 1). To reduce the impact of the
upper boundary on the solution, we increase H(x) uniformly
by 1 km compared to Ruan and Callies (2020) and apply
zb = 0 rather than N2 1 zb = 0 at z = 0. This ensures that

TABLE 1. Parameters used in the spinup calculations, taken
from Ruan and Callies (2020) and roughly corresponding to the
Mid-Atlantic Ridge flank in the Brazil Basin.

Inertial frequency f 25.5 3 1025 s21

Far-field buoyancy frequency N 1023 s21

Far-field diffusivity k0 6 3 1025 m2 s21

Bottom-enhancement of diffusivity k1 2 3 1023 m2 s21

Decay scale of diffusivity h 200 m
Prandtl number m 1 or 200
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isopycnals remain very nearly flat at the top of the domain, such
that the PG evolution does not depend on the height of the
domain. Horizontal grid spacing is uniform at about 7 km,
whereas vertical grid spacing follows Chebyshev nodes with res-
olution on the order of 0.1 m at z = 2H to comfortably resolve
the boundary layers. We time step the full buoyancy B (rather
than b) using a mixed implicit–explicit scheme and a time step
of 10 days. We refer to this model as the 2D nPGCM.

We attempt to reproduce the 2D nPGCM solution locally
with the two 1D theories, using the local slope angle (u ≈ 2.5 3

1023 radians) and fluid depth (H = 2 km) at the center of the
ridge flank (x = 500 km, Fig. 3). The 1D models use the same
numerical methods as the 2D nPGCM to solve the inversion
equation (14) and evolution equation (12) over a single column.
For the canonical case, the extra boundary condition given by
(15) is employed, whereas for the transport-constrained case
U = 0 is specified. The depth H is large enough that upper-
boundary effects do not affect the solution. All models are ini-
tialized with b = 0, so that the total buoyancy is initially B =N2z.

b. Results

The insulating boundary condition at z = 2H leads to a
buoyancy flux convergence and thus a positive buoyancy
anomaly at the bottom, bending isopycnals into the ridge
and spinning up a circulation (Fig. 3). Bottom-intensified
mixing also produces buoyancy flux divergence above, caus-
ing isopycnals to bend up before plunging toward the slope.
Strong upwelling develops in a thin bottom boundary layer,
broader and weaker downwelling occurs above, and a geo-
strophic along-slope flow emerges throughout the water col-
umn (Fig. 3). Our PG solutions are nearly identical to those
of Ruan and Callies (2020), who simulated the full primitive
equations using the MITgcm (appendix D).

The canonical 1D theory fails to capture the evolution on
the ridge flanks (Figs. 4a–c; Ruan and Callies 2020). The
canonical 1D theory predicts upslope flow in the bottom
boundary layer that is an order of magnitude stronger than in
the 2D system. The 2D streamfunction differs substantially

from the canonical 1D theory, which produces substantial net
cross-slope transport. The canonical 1D model predicts a dif-
fusive progression of the along-slope flow into the interior,
and substantial bottom stress induces the strong upslope
Ekman transport. By contrast, the 2D simulation’s transport
constraint leads to zero bottom stress in the along-slope flow
because (13) implies zy = 0 at z =2H when U = 0. The buoy-
ancy evolution is similar between the two models, except that
the strong cross-slope flow in the canonical 1D solution main-
tains a stronger stratification in the bottom boundary layer.

In contrast with the canonical model, the transport-con-
strained 1D model matches the results from the 2D nPGCM
very well (Figs. 4d–f). By enforcing the U = 0 constraint, we
enable the streamfunction to match the 2D solution. Addition-
ally, the secondary circulation sets up a barotropic pressure gra-
dient that allows the far-field along-slope flow to rapidly adjust
rather than grow diffusively as in the canonical theory. Finally,
the two models yield nearly identical buoyancy profiles. In both
models, advection is negligible, and the buoyancy evolution is
dominated by diffusion. This is confirmed by separate simula-
tions without the buoyancy advection terms, which yield very
nearly identical solutions to those in Fig. 4 (not shown).

The transport-constrained 1D evolution equation only
includes the cross-slope advection of the background buoyancy
gradient N2 tanu, neglecting nonlinear transport terms. A sys-
tem in which advection plays a more dominant role in the evo-
lution of buoyancy would be a more challenging test of the
transport-constrained 1D model. To achieve such a scenario,
we increase the Prandtl number to m = 200 as a crude parame-
terization of baroclinic eddies (e.g., Rhines and Young 1982;
Greatbatch and Lamb 1990; Callies 2018; Holmes et al. 2019).
The transport-constrained 1D model still accurately describes
the 2D dynamics under these conditions (Figs. 5d–f). The
increased Prandtl number thickens the boundary layer and
strengthens the upwelling, which in turn maintains some of
the stratification near the bottom boundary. The far-field
along-slope flow still adjusts rapidly, although the transport-
constrained 1D model slightly overpredicts this evolution,

FIG. 3. Flow fields in a 2D nPGCM simulation of mixing-generated spinup over the sinusoidal ridge sketched in
Fig. 1. Shown are (a) the streamfunction x (shading and black contours) with positive values indicating counterclock-
wise and negative values indicating clockwise flow and (b) the along-ridge flow y (shading). The solution is shown after
three years of spinup with bottom-intensified k and m = 1. The gray curves show isopycnals, and the red vertical lines
show where 1D profiles are examined in Figs. 4 and 5.
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caused by minor differences in the buoyancy field arising from
the 2D advection missing in the 1D model. The canonical 1D
theory continues to fail miserably (Figs. 5a–c).

4. Spindown and Ekman arrest

As argued in the introduction, transport-constrained 1D
dynamics can also elucidate the interplay between Ekman
arrest and spindown on a slope. We ask how an initially baro-
tropic along-slope flow V, which is in geostrophic balance
with a cross-slope pressure gradient, fV = xP, adjusts to the
presence of a sloping boundary. The current generates a
cross-slope Ekman transport. This Ekman transport has two
effects: it acts on the cross-slope buoyancy gradient to pro-
duce buoyancy anomalies that slow down this transport, and,
through the transport constraint, it produces a secondary cir-
culation in the interior that spins down the initial along-slope
flow V. Depending on the relative time scales of arrest and
spindown, either the secondary circulation spins down V, or
the Ekman transport is arrested before V has been spun
down, in which case the bottom becomes slippery and the
flow persists.

This problem has been studied with the canonical 1D model
by imposing a xP that balances the initial flow and is held fixed
in time (MacCready and Rhines 1991; Garrett et al. 1993).
Without a transport constraint, this model only contains the
physics of Ekman arrest, with no mechanism for spinning down
the interior flow other than slow diffusion. The transport-con-
strained 1D model, in contrast, captures the secondary circula-
tion and thus the physics of spindown. In this model, xP is
allowed to change with time, as needed to satisfy the transport
constraint U = 0. In the following, we review the time scales for
Ekman spindown and arrest and map out the parameter space
using the transport-constrained 1D model.

a. Nondimensional one-dimensional equations

To distill the dynamics down to its fundamental parameters,
we nondimensionalize the 1D equations by setting

t � Tt̃; z � dz̃; u � Vũ; y � Vỹ; b � Bb̃: (28)

We assume a constant viscosity n and set k = 0 to focus on
arrest and spindown without the effects of buoyancy diffu-
sion (cf. MacCready and Rhines 1991). We choose an

FIG. 4. Comparison between the canonical and transport-constrained 1D solutions and their
ability to capture the 2D simulation of mixing-generated spinup over a ridge. For all solutions,
m = 1, and the profiles are taken at x = 500 km (red lines in Fig. 3). Shown are the (a),(d) stream-
function x, (b),(e) along-ridge flow y, and (c),(f) stratification zB. (top) The canonical 1D solu-
tion (steady state in black) and (bottom) the transport-constrained 1D solution. All panels
include the 2D nPGCM solution (dotted) for comparison.
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inertial time scale, the Ekman layer height scale, and a
buoyancy scale corresponding to the buoyancy anomaly
produced by cross-slope Ekman advection persisting for one
inertial time scale:

T � 1
f
; d �

��
n

f

√
; B � VN2 tanu

f
: (29)

With these scales, Eqs. (22)–(25) become

ũ
t̃

2 ỹ �2 P̃
x̃

1 Sb̃ 1
2ũ
z̃2

; (30)

ỹ

t̃
1 ũ � 2ỹ

z̃2
; (31)

b̃
t̃

1 ũ � 0, (32)

�H=d

0
ũ dz̃ � Ũ� 0; (33)

where we set Ũ � 0. The nondimensional height of the
domain may be written as H/d = Ek21/2. The model is thus
fully characterized by two nondimensional parameters: the
slope Burger number S = N2 tan2u/f 2 and the Ekman num-
ber Ek = n/fH2. It is worth noting that with these choices in
the nondimensionalization, the total stratification becomes

B̃
z̃

� fd cotu
V

1
b̃
z̃

; (34)

introducing a third nondimensional number, fd cotu/V, a mea-
sure of the background stratification. As a consequence of set-
ting k = 0, the flow’s evolution is independent of this
parameter.

b. Spindown and Ekman arrest time scales

Ekman spindown occurs when the geostrophic far-field
along-slope flow ỹ �61 is eroded by a secondary circulation.
First, a cross-slope Ekman transport of order unity (ũ∼71
over 0, z̃�1) is generated. If the along-slope current had
lateral structure, variations in this Ekman transport would
produce convergences and divergences that would drive a

FIG. 5. Comparison between the canonical and transport-constrained 1D solutions and their
ability to capture the 2D simulation of mixing-generated spinup over a ridge. For all solutions,
m = 200, and profiles are taken at x = 500 km (red lines in Fig. 3). Shown are the (a),(d) stream-
function x, (b),(e) along-ridge flow y, and (c),(f) stratification zB. (top) The canonical 1D solu-
tion (steady state in black) and (bottom) the transport-constrained 1D solution. All panels
include the 2D nPGCM solution (dotted) for comparison.

J OURNAL OF PHY S I CAL OCEANOGRAPHY VOLUME 52586

Brought to you by CALIFORNIA INST OF TECHNOLOGY | Unauthenticated | Downloaded 03/28/22 05:12 PM UTC



secondary circulation. Despite not capturing such lateral var-
iations in the current, the transport-constrained 1D model
does produce this secondary circulation. The convergence and
divergence of the Ekman transport is delegated to x̃ →6‘
and the constraint Ũ � 0 ensures that all cross-slope Ekman
transport is returned in the interior. Being distributed uni-
formly over the domain of height H, this cross-slope return
flow has a magnitude ũ∼6d=H �6Ek1=2. With negligible
friction in the interior, (31) implies that this return flow is
turned into the along-slope direction by the Coriolis accelera-
tion, t̃ ỹ ≈2 ũ∼7Ek1=2, spinning down the initial flow. This
implies a spindown time scale

t̃S � 1����
Ek

√ : (35)

In dimensional terms, this is tS = f21Ek21/2 and a classical
result (e.g., Pedlosky 1979). It is worth noting that quasigeo-
strophic dynamics suggest that, in a system with a characteris-
tic lateral length scale L, the vertical height scale H in this
scaling would be the minimum of fL/N (the “Prandtl scale”)
and the fluid depth (e.g., Holton 1965; MacCready and Rhines
1991).

Ekman arrest, in contrast, involves the interaction of buoy-
ancy forces with Ekman transport across a slope. As before,
the initial along-slope flow ỹ � x̃ P̃ ∼61 induces a cross-slope
Ekman transport of order unity. The transport acts on the
cross-slope buoyancy gradient through (32), generating a
buoyancy anomaly of magnitude b̃ ∼6t̃ over a time scale t̃.
The buoyancy force opposes the transport, ultimately neutral-
izing it once Sb̃ ∼ x̃ P̃ in (30) and the near-bottom along-
slope flow has been eliminated without requiring any change
in x̃ P̃. This yields an arrest time scale of

t̃A � 1
S
; (36)

or, in dimensional form, tA = (Sf )21 (e.g., Rhines andMacCready
1989). As pointed out byMacCready and Rhines (1991), this scal-
ing needs modification if S�1, a regime in which the Ekman
transport cannot be assumed to persist at its original magnitude
for the full time t̃. We only straddle this parameter regime and
ignore the correction proposed by MacCready and Rhines (1991)
for simplicity. This makes our analysis of the above scaling rele-
vant for abyssal ridges (S ∼ 1023) and some continental slopes
and seamounts (S ∼ 1021).

Ekman spindown and arrest thus operate on different time
scales. If the spindown time scale is short compared to
the arrest time scale, the along-slope current is spun down
before the Ekman transport is arrested. Conversely, if the
arrest time scale is short compared to the spindown time
scale, the Ekman transport is diminished before the current is
spun down, and the arrested Ekman layer acts as an essen-
tially slippery boundary condition for the persisting current.
This competition between the two processes is characterized
by the ratio of their time scales (Garrett et al. 1993):

t̃A
t̃S

�
����
Ek

√
S

: (37)

When this ratio is large, we expect spindown; when it is small,
we expect arrest. These physics were identified by MacCready
and Rhines (1991), but the canonical 1D model employed
there did not capture spindown and thus could not elucidate
this competition explicitly. As discussed in the introduction,
the bulk model introduced in Chapman (2002) was capable of
representing both processes but lacked a direct connection to
the full equations of motion.

c. Numerical results

We now explore the competition between spindown and
Ekman arrest across the parameter space (S, Ek), solving
Eqs. (30) to (33) numerically using second-order finite dif-
ferences over a grid of 29 to 211 Chebyshev nodes (depend-
ing on Ek) and a Crank–Nicolson timestepping scheme with
a time step of Dt̃ �min t̃A=100; t̃S=100

{ }
. As mentioned above,

the depth of the domain depends on the Ekman number through
H/d = Ek21/2, so more nodes are required for smaller Ek. We
initialize all simulations with b̃ � 0, ũ � 0, and a barotropic geo-
strophic flow ỹ �21, so as to induce upwelling in the Ekman
layer. This choice is made without loss of generality: downwelling
solutions induced by ỹ � 1 are equivalent due to symmetry of the
system with k = 0. The along-slope flow must balance x̃ P̃ so
that, initially, we have x̃ P̃ � ỹ �21. To compare with the
canonical 1D theory, we hold x̃ P̃ �21 fixed and drop the trans-
port constraint (33) as in MacCready and Rhines (1991). In the
transport-constrained model, on the other hand, x̃ P̃ is allowed
to change in time, such that the extra constraint (33) can be
satisfied.

We begin with a case in which Ekman arrest occurs before
the interior flow is spun down. With S = 0.5 and Ek = 1024

(H/d = 100), the arrest and spindown time scales are t̃A� 2 and
t̃S � 102. Their ratio is t̃A=t̃S � 0:02, so Ekman arrest is about
50 times faster than spindown. This parameter regime might
occur on the slopes of a typical seamount or on the continental
slope. Both the canonical and transport-constrained 1D models
capture Ekman arrest, so they should produce similar results in
this regime. Indeed, after five arrest times, the two model solu-
tions show the same qualitative behavior (Fig. 6). In both models,
the Ekman transport decays with time. The along-slope flow
adjusts in the Ekman layer and shows a hint of diffusion into the
interior in both cases, although the interior geostrophic flow is
also spun down by a few percent in the transport-constrained 1D
model. The stratification is enhanced by upwelling, although in
the very bottom Ekman layer the models yield large negative
perturbations to the stratification due to our choice of k = 0.
Depending on one’s choice of nondimensional background strati-
fication in (34), this could lead to gravitationally unstable solu-
tions. This unphysical result was also encountered by MacCready
and Rhines (1991), and subsequent studies used more sophisti-
cated turbulence parameterizations to analyze the problem in the
presence of convection (e.g., Trowbridge and Lentz 1991; MacC-
ready and Rhines 1993; Brink and Lentz 2010).

As we move into a parameter regime where spindown
becomes important, the two models diverge (Fig. 7). With
S = 1022 and Ek = 1024 (H/d = 100), the arrest and spindown
time scales are t̃A � t̃S� 102. Spindown is now as important
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as Ekman arrest. About 80% of the original geostrophic flow
is eroded in the transport-constrained model after five Ekman
arrest times, whereas the interior along-slope flow (by design)
remains fixed at 21 in the canonical model. The rapid spin-
down of the geostrophic flow in the transport-constrained
model also leads to much weaker Ekman transport and there-
fore smaller stratification changes in the boundary layer.
These results are in contrast with Chapman’s (2002) model,
which suggested a more prominent role of Ekman arrest in
this parameter regime. This quantitative difference might
stem from differences in turbulence closures; Chapman
(2002) used linear bottom drag, allowing his model to reach a
nontrivial steady state. A more direct comparison between
the two models can be achieved by employing the same turbu-
lence closures in the transport-constrained 1D model, but that
is beyond the scope of this paper. As the slope Burger num-
ber is further reduced to S ∼ 1023 (and Ek held fixed), a value
typical for abyssal ridge flanks such as in Fig. 1, spindown
becomes strongly dominant over Ekman arrest.

To assess how accurately the ratio t̃A=t̃S captures the compe-
tition between Ekman spindown and arrest in the transport-

constrained model, we compute solutions with t̃A and t̃S varied
over multiple orders of magnitude. The simple ratio of Ekman
arrest time to spindown time captures the dynamics of the far-
field along-slope flow remarkably well (Fig. 8). After five arrest
times, t̃ � 5t̃A, simulations with a larger t̃A=t̃S have smaller geo-
strophic flows than those with smaller ratios (Fig. 8a). If
t̃A=t̃S . 1, the interior flow has been almost completely spun
down at t̃ � 5t̃A, whereas for t̃A=t̃S , 0:1, the interior flow is
almost entirely preserved at t̃ � 5t̃A because Ekman arrest has
prevented spindown. Spindown is not entirely prevented, how-
ever. After five spindown times, t̃ � 5t̃S, the geostrophic current
is substantially eroded, even when t̃A=t̃S , 0:1 (Fig. 8b).

5. Discussion

The transport-constrained model does not generally allow
for a steady state. Part of the attraction of the canonical 1D
model has been that it achieves a steady-state balance
between buoyancy advection and diffusion. It has become
apparent here, however, that this comes at the expense of

FIG. 6. Comparison between the canonical and transport-constrained 1D simulations of spindown
in a regime where Ekman arrest dominates. The Ekman number is Ek = 1024, and the slope Burger
number is S = 0.5, such that t̃A � 2, t̃S � 102, and t̃A=t̃S � 23 1022. Shown are the (a),(d) cross-
slope flow ũ, (b),(e) along-ridge flow ỹ, and (c),(f) perturbation stratification z̃ b̃ in increments of
Ekman arrest times.(top) The canonical 1D solution and (bottom) the transport-constrained 1D
solution. The barotropic pressure gradient x̃ P̃ is shown in dashed lines in (e) and held fixed at 21
in (b). For clarity, only the first 10 Ekman layer depths are shown, but the full domain height is H/
d = Ek21/2 = 100.
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implying a peculiar choice for the cross-slope mass transport:
U is implicitly chosen such that the barotropic cross-slope
pressure gradient is eliminated. This choice is clearly incorrect
in our example of a simple 2D ridge. Our discussion therefore
challenges the significance of the steady transport U = k‘ cotu
of the canonical model. If the canonical steady state was
for some reason desired, one could recover it by setting
U = k‘ cotu in the transport-constrained 1D model, but it is not
clear to us how that might be justified.1 Instead, we argue that
the transport U is the result of coupling with the nonlocal part of
the dynamics and that achieving a steady state must also involve
these nonlocal dynamics. The transport-constrained model thus
encourages a reconsideration of the interaction between the
boundary layer and interior dynamics. Boundary layer theory

can be used to clarify the physics of this interaction, a topic we
are planning to discuss in a separate manuscript.

The lack of a steady state also complicates discussions of
the effectiveness of boundary mixing (Garrett 1990; Garrett
et al. 1993; Garrett 2001). While advective restratification
tends to be weaker with the transport constraint (cf. Ruan
and Callies 2020), a full discussion of this point must involve
nonlocal effects that balance the net lightening in the 1D
column, such that a steady state can be reached.

The dependence of the transport-constrained 1D model on
the domain height H is worth clarifying. The spindown phys-
ics discussed in section 4 depend explicitly on H because the
magnitude of the cross-slope return flow that develops in
response to the Ekman transport depends on how deep a
water column this return flow is distributed over. The spin-
down time scale tS is thus proportional to H (or the Prandtl
scale if the current has lateral structure on a scale similar to or
smaller than the deformation radius). In contrast, the PG
dynamics discussed in section 3 are independent of H as long
as isopycnals remain flat at the top of the domain. This is

FIG. 7. Comparison between the canonical and transport-constrained 1D simulations of spin-
down in a regime where spindown dominates. The Ekman number is Ek = 1024, and the slope
Burger number is S = 1022, such that t̃A � 102, t̃S � 102, and t̃A=t̃S � 1. Shown are the (a),(d)
cross-slope flow ũ, (b),(e) along-ridge flow ỹ, and (c),(f) perturbation stratification z̃ b̃ in incre-
ments of Ekman arrest times. (top) The canonical 1D solution and (bottom) the transport-
constrained 1D solution. The barotropic pressure gradient x̃ P̃ is shown in dashed lines in (e)
and held fixed at 21 in (b). For clarity, only the first 10 Ekman layer depths are shown, but the
full domain height isH/d = Ek21/2 = 100.

1 Even if k‘ = 0, such that the canonical model has a steady state
with U = 0, the evolution of the two models remains dramatically
different because U Þ 0 in the canonical model before the steady
state is reached.
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because the geostrophic adjustment of the along-slope current
occurs instantaneously if the momentum tendencies are
dropped. The actual rate of this adjustment, which does
depend onH, becomes immaterial in the PG limit.

In general PG dynamics, the vertically integrated transport
arises from the coupling between columnar baroclinic 1D
inversions and the barotropic vorticity equation. The same is
true in 2D, but the barotropic dynamics reduce to either
U = 0 or an explicit formula for U (see appendix B). Thinking
of the dynamics in this way, in conjunction with boundary
layer theory, is both conceptually and computationally advan-
tageous. Extended to 3D in future work, this approach allows
for new insight into the role of the bottom boundary layer in
the dynamics of the abyssal circulation. The theory presented
in this paper, however, does not lend itself to making claims
about the large-scale context, and we do not make any effort
to do so.

Throughout this work, we have relied on simple representa-
tions of turbulent momentum and buoyancy fluxes, certainly not
giving justice to the complexity of turbulence in bottom boundary
and stratified mixing layers. Even in idealized spindown scenarios,
turbulence can be generated by a mix of shear, gravitational, sym-
metric, and centrifugal instabilities (Wenegrat and Thomas
2020). Furthermore, we have ignored the presence of small-
scale topography, which excites the strong internal-wave field
that produces bottom-intensified turbulence (e.g., Nikurashin
and Legg 2011), as well as baroclinic eddies, which might help
restratify abyssal mixing layers (Callies 2018). More sophisti-
cated turbulence parameterizations can be added to the trans-
port-constrained equations, or the transport constraint can be
added to local three-dimensional calculations in slope-aligned

coordinates that resolve the turbulence (e.g., Wenegrat et al.
2018; Callies 2018; Ruan et al. 2019; Wenegrat and Thomas
2020; Ruan et al. 2021). In spindown calculations, for example,
a more faithful description of the turbulent dynamics would
reintroduce the asymmetry between downwelling- and upwell-
ing-favorable currents. Despite this added complexity, how-
ever, the transport constraint and its consequences for rapid
adjustment should remain important in many circumstances.

Under what circumstances does the canonical model remain
accurate? One might hope that it does if Ek1/2 @ S, so that
Ekman arrest quickly halts the spindown that is not captured
by the canonical model. No matter how rapidly Ekman arrest
occurs, however, we find that the transport-constrained 1D
model still spins down the interior flow eventually (Fig. 8b).
Conservatively, the canonical theory should thus be restricted
to times ft ! Ek21/2, although the lifetime can be extended if
Ekman arrest is fast enough to slow down the spindown pro-
cess. In any case, this argument renders the canonical steady
state meaningless and implies that the canonical 1D model is
never valid under the PG approximation, in which spindown is
instantaneous.

Equipped with the transport-constrained model, one should
revisit previous results that were based on canonical 1D
dynamics. In addition to the spindown problem, in which slow
diffusion is replaced by a rapid adjustment through a second-
ary circulation, several other topics might warrant reconsider-
ation, for example:

1) Motivated by observations over the east Pacific Rise,
Thompson and Johnson (1996) integrated the canonical
equations starting from rest and with bottom-intensified mix-
ing, very similar to the calculations presented in section 3.
They found bottom-intensified along-slope currents and
inferred transports comparable to deep western bound-
ary currents. Transport-constrained dynamics, however,
produce flow that instead decays toward the bottom (cf.
Figs. 4b,e). While it remains unclear what happens in
the presence of a planetary vorticity gradient, when inte-
rior meridional flow must be attended by vortex stretch-
ing, it is apparent that the canonical solutions should be
considered less than definitive.

2) The mean flows discussed in Callies (2018) would simi-
larly be altered by a transport constraint. Cross-slope
transport in the bottom boundary layer is weaker when
the integrated transport is constrained (e.g., Figs. 4a,d),
implying that restratification by mean flows is even
weaker than implied by the canonical model employed in
Callies (2018). The conclusion that baroclinic eddies are
crucial in enhancing the stratification in abyssal mixing
layers is thus robust, as confirmed in Ruan and Callies
(2020), where submesoscale eddies were found to domi-
nate in a 3D model with constrained transport. The utility
of the steady solutions to the canonical equations pre-
sented in Callies (2018), however, is called into question.

3) Benthuysen and Thomas (2012) examined the effects of
boundary mixing on the potential vorticity (PV) of the
fluid during the spindown of an initial along-slope current.
In the canonical 1D model that they employed, the

FIG. 8. Competition between spindown and Ekman arrest in the
transport-constrained 1D model. Colors show the fraction of the
initial far-field along-slope flow ỹ remaining after (a) five arrest
times and (b) five spindown times for a wide range of spindown
time scales t̃S �Ek21=2 and arrest time scales t̃A � 1=S.
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interior current is diffusively eroded until a nontrivial
steady flow is reached, as described by MacCready and
Rhines (1991). Benthuysen and Thomas (2012) found that
the initial flow direction relative to the steady flow deter-
mines whether PV is injected or extracted from the fluid.
If this study were revisited with the transport-constrained
1D model, the qualitative behavior of the flow would be
altered, at least if spindown dominates over Ekman arrest
(as in Figs. 7). The conclusion that PV fluxes primarily
depend on the direction of the initial current, however,
relies only on Ekman buoyancy flux physics and is likely
robust.

6. Conclusions

Recent work has highlighted the role that abyssal mixing
layers play in the circulation of the abyssal ocean (Ferrari
et al. 2016; de Lavergne et al. 2016; McDougall and Ferrari
2017; Holmes et al. 2018; Callies and Ferrari 2018; Drake
et al. 2020). A starting point for understanding these dynam-
ics of a stratified, rotating fluid overlying an inclined sea-
floor has been the canonical 1D theory first developed by
Phillips (1970) and Wunsch (1970). We have shown here,
however, that the choice to set the cross-slope pressure gra-
dient to zero in these dynamics eliminates important phys-
ics. If instead a constraint is imposed on the vertically
integrated cross-slope transport, which can be thought of as
arising from the nonlocal context of the 1D column, and a
barotropic cross-slope pressure gradient is allowed, rapid
spinup and spindown of the interior along-slope flow can be
captured. With this transport constraint, a secondary cross-
slope circulation can develop in the 1D framework, even if
there are no lateral variations in the flow, and act on the
interior flow. These modified 1D dynamics accurately cap-
ture the mixing-generated spinup over an idealized 2D
ridge, where the canonical 1D dynamics fail. It can be hoped
that these transport-constrained 1D dynamics can serve as a
more reliable cornerstone for building a theory of the abys-
sal circulation than the canonical 1D system.

Capturing the Ekman spindown of an interior current, the
transport-constrained 1D model can also be used to study
the competition between spindown and Ekman arrest in a
unified framework. We have presented the simplest model
of this competition, employing a constant viscosity and no
buoyancy diffusion, in which previous expectations are
exactly matched. For S ! 1, the competition is described
completely by the ratio of spindown and arrest time scales
tA/tS = Ek1/2/S (MacCready and Rhines 1991; Garrett et al.
1993). A more detailed exploration of these dynamics, with
more realistic turbulence closures plugged into the trans-
port-constrained model or with a transport constraint
imposed on turbulence-resolving simulations, is left to
future work.
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APPENDIX A

1D Model in Coordinates Aligned with the Slope
and Gravity

Here we derive the 1D model by transforming into a
coordinate system in which coordinate lines are aligned
with the slope and with the direction of gravity (Fig. A1).
This coordinate system is a more natural choice than the
often-used fully rotated coordinate system if the horizontal
components of the turbulent momentum and buoyancy
fluxes are neglected from the outset. If the turbulence is
roughly isotropic, this neglect is consistent with the assump-
tion of a small aspect ratio made to drop inertial terms in
the vertical momentum equation.

The hydrostatic Boussinesq equations in Cartesian coor-
dinates (x, y, z), with z aligned with gravity, read
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where the velocity components are written using super-
scripts rather than as u, y, and w as in the main text. The
superscripts indicate contravariant components, and this
tensor notation helps keep the notation clear as we trans-
form into the non-Cartesian coordinates. We now define a
new coordinate system (j, h, z) such that z = 0 at the slop-
ing boundary (Fig. A1):

j � x; h � y; z � z 2 x tanu: (A6)

This is analogous to terrain-following coordinates but for an
infinite slope and no horizontal upper boundary (cf. Callies
and Ferrari 2018). The contravariant velocity components
under this coordinate transformation are then

P E T ER SON AND CA L L I E S 591APRIL 2022

Brought to you by CALIFORNIA INST OF TECHNOLOGY | Unauthenticated | Downloaded 03/28/22 05:12 PM UTC

https://github.com/hgpeterson/nuPGCM
https://github.com/hgpeterson/nuPGCM


uj � ux; uh � uy; uz � uz 2 ux tanu; (A7)

and the partial derivatives transform as



x
� 

j
2 tanu



z
;



y
� 

h
;



z
� 

z
: (A8)

Hydrostatic balance thus implies that

2
p
x

�2 p
j

1 tanu
p
z

�2 p
j

1 b tanu; (A9)

so that the hydrostatic Boussinesq equations in this new
coordinate system read

uj

t
1 u · =uj 2 fuh �2 p

j
1 b tanu 1



z
n
uj

z

( )
; (A10)

uh

t
1 u · =uh 1 fuj �2 p

h
1



z
n
uh

z

( )
; (A11)

b � p
z

; (A12)

uj

j
1

uh

h
1

uz

z
� 0; (A13)

b
t

1 u · =b 1 ujN2 tan u 1 uzN2 � 

z
k N2 1

b
z

( )[ ]
: (A14)

Neglecting all variations in j and h, except for the baro-
tropic pressure gradient xP if desired, implies that uz = 0
by continuity, and the equations simplify to

uj

t
2 fuh �2 P

x
1 b tanu 1



z
n
uj

z

( )
; (A15)

uh

t
1 fuj � 

z
n
uh

z

( )
; (A16)

b
t

1 ujN2 tanu � 

z
k N2 1

b
z

( )[ ]
: (A17)

Since uj = ux, uh = uy, and z = z, these are equivalent to
(5)–(7) (with xP = 0) and (22)–(24) in the main text. We
note that uj = ux is the horizontal projection of the cross-
slope velocity as it would be defined in a fully rotated coor-
dinate system. This is because the basis vector ej = ex 1

tanuez does not have unit length (Fig. A1).

APPENDIX B

Calculation of the Cross-Ridge Transport for
General Topography

For symmetric 2D bottom topography such as in Fig. 1, it is
immediately clear by continuity and symmetry that the verti-
cally integrated cross-ridge flow U must vanish. Similarly, if the
depth H vanishes anywhere in the 2D domain, U = 0 every-
where follows by continuity. For general topography in a 2D
periodic domain, however, we need to compute U along with
the PG inversion (21). We here show how this can be done
and illustrate the procedure with a solution for mixing-gener-
ated spinup over an asymmetric 2D ridge (Fig. B1).

First, it is useful to split the streamfunction x into two
components:

x � xb 1 UxU : (B1)

The buoyancy component xb is defined as solving

2

z2
n
2xb

z2

( )
1

f 2

n
xb � b

x
(B2)

with the boundary conditions xb = 0 at both z = 2H and
z = 0. The transport component xU instead solves

FIG. A1. Sketch of the coordinates aligned with the slope and gravity as used in the 1D model.
The covariant basis vector of coordinate j is denoted by ej, and the corresponding contravariant
component of the velocity vector is denoted by uj, such that u = ujej (summation implied).
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2

z2
n
2xU

z2

( )
1

f 2

n
xU � f 2

n
; (B3)

with the boundary conditions xU = 0 at z = 2H and xU = 1
at z = 0, such that (55) solves the inversion equation (21)
and satisfies the boundary conditions x = 0 at z = 2H and
x = U at z = 0. Note that both xb and xU are independent
of U and can be calculated without its knowledge.

To obtain a formula for U, we follow a similar approach
as in the classic “Island Rule” (e.g., Pedlosky et al. 1997)
We begin by taking the x mean, denoted by 〈·〉, of the
x-momentum equation (16) at z = 0, which gives

2 f 〈y〉 2
〈


z
n
u
z

( )〉
� 0 at z � 0: (B4)

Applying the definition of the streamfunction and the rela-
tion (13), this can be written as〈

f 2

n
x 2 U( )

〉
1

〈


z
n
2x

z2

( )〉
� 0 at z � 0; (B5)

where ·( ) �
�0

2H
·( )dz. Substituting (B1) and solving for U

yields

U �2

〈


z
n
2xb

z2

( )〉
z�0

1

〈
f 2

n
xb

〉
〈


z
n
2xU

z2

( )〉
z�0

1

〈
f 2

n
xU 2 1
( )〉 ; (B6)

thus completing the solution to (21).
To showcase the calculation using (B6), we perform a

simulation of mixing-generated spinup over the asymmetric
ridge in Fig. B1. We obtain U ≈ 1.7 3 1024 m2 s21 after
three years of spinup.

APPENDIX C

Spinup with Rayleigh Drag

In studies of mixing-generated spinup in the abyss, the
turbulent transport of momentum has been parameterized
using Rayleigh drag by Callies and Ferrari (2018) and
Drake et al. (2020). Here we briefly show the consequences
of such a closure in the context of the transport-constrained
1D theory.

The momentum and continuity equations for the 2D PG
system with Rayleigh drag take the form

2 fy � p
x

2 ru; (C1)

fu �2ry; (C2)

p
z

� b; (C3)

u
x

1
w
z

� 0; (C4)

where r is a friction parameter. The lower order of these
equations compared with (16)–(19) reduces the number of
boundary conditions that we may apply: we only require
no-normal flow at the bottom and top boundaries. As
above, we define a streamfunction such that zx = u, yield-
ing the inversion equation

f 2 1 r2

r
2x

z2
�2 b

x
; (C5)

with boundary conditions x = 0 at z = 2H and x = U at
z = 0. Notice that, in contrast to the case with Fickian
momentum transfer, the streamfunction response to a buoy-
ancy gradient is not localized in z. There is no height scale
other than the domain height. As in appendix B, the
streamfunction can be split into buoyancy and transport
components to obtain a formula for U:

U �2
〈
xb

z

〉
z�0

/〈
xU

z

〉
z�0

: (C6)

Let us now compare this with the 1D system. In a slope-
aligned coordinate system and with a barotropic cross-slope
pressure gradient included, the PG momentum equations
with Rayleigh drag take the form

2 fy � 2
P
x

1 b tanu 2 ru; (C7)

fu �2ry; (C8)

or, as a streamfunction equation,

f 2 1 r2

r
2x

z2
� b
z

tanu; (C9)

FIG. B1. Mixing-generated spinup over an asymmetric ridge,
showing net transport U ≈ 1.7 3 1024 m2 s21. The streamfunction
(shading and black contours) is shown at 3 years, with positive val-
ues indicating counterclockwise flow and negative values clockwise
flow. The gray curves show isopycnals.
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with boundary conditions x = 0 at z = 0 and x = U at z = H.
Again, the inversion is equations are equivalent in 2D and
the transport-constrained 1D system. The lack of an addi-
tional height scale applies to the transport-constrained 1D
model as well, which means that solutions depend strongly
on the domain height H. This also means that the limit H →
‘ is no attainable in the transport-constrained model with
Rayleigh drag. This is clear from the vertical integral of the
momentum equations, which yields

f 2 1 r2

r
U � 2H

P
x

1

�H

0
b tanu dz: (C10)

The limit H → ‘ thus requires xP → 0, but then the trans-
port U cannot be specified separately.

As with Fickian diffusion, the transport-constrained 1D
model better captures the 2D solution. Rayleigh friction
applies throughout the whole water column, however, caus-
ing return flow to spread across the full domain. This leads
to errors in both 1D models due to their slope-aligned coor-
dinate system.

APPENDIX D

Comparison between PG and Non-PG
Transport-Constrained 1D Solutions

In the main text, we argue that the PG approximation is
sufficient for describing the dynamics of mixing-generated
spinup over an idealized ridge. Additionally, we claim that
our PG solutions match those of Ruan and Callies (2020),
who solved the 2D primitive equations. For full transpar-
ency, we here show a comparison between the transport-
constrained 1D dynamics with and without momentum ten-
dency terms included (Fig. D1).

To directly compare with the solutions in Ruan and Callies
(2020), we use a domain height of H = 1 km and show the
solutions in intervals of 1000 days. The slope-aligned coordi-
nate system in the 1D theory makes it difficult to reproduce
their results with boundary conditions applied on a horizontal
upper boundary. To minimize boundary layer effects at the
upper boundary, we therefore retain a constant buoyancy
flux 2kN2 as in the main text, which leads to slight differ-
ences in the upper 200 m from Ruan and Callies (2020).
Overall, the transport-constrained 1D PG model predicts
mixing-generated spinup that is nearly identical to the 2D
primitive equation solution shown in Ruan and Callies (2020)
(cf. their Fig. 4). The only substantial difference is that the
Ekman transport in the PG system instantaneously adjusts
and remains roughly constant throughout the 5000 day
spinup, whereas the full system produces initially larger and
subsequently decreasing cross-slope flow (Fig. D1a). This
arises because the initial buoyancy field does not satisfy the
bottom boundary condition, so the initial adjustment is faster
than the inertial time scale.
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Ruan, X., and J. Callies, 2020: Mixing-driven mean flows and sub-
mesoscale eddies over mid-ocean ridge flanks and fracture
zone canyons. J. Phys. Oceanogr., 50, 175–195, https://doi.org/
10.1175/JPO-D-19-0174.1.

}}, A. F. Thompson, and J. R. Taylor, 2019: The evolution and
arrest of a turbulent stratified oceanic bottom boundary layer
over a slope: Downslope regime. J. Phys. Oceanogr., 49, 469–
487, https://doi.org/10.1175/JPO-D-18-0079.1.

}}, }}, and J. R. Taylor, 2021: The evolution and arrest of a
turbulent stratified oceanic bottom boundary layer over a
slope: Upslope regime and PV dynamics. J. Phys. Oceanogr.,
51, 1077–1089, https://doi.org/10.1175/JPO-D-20-0168.1.

Talley, L., 2013: Closure of the global overturning circulation
through the Indian, Pacific, and Southern Oceans: Schematics
and transports. Oceanography, 26, 80–97, https://doi.org/10.
5670/oceanog.2013.07.

P E T ER SON AND CA L L I E S 595APRIL 2022

Brought to you by CALIFORNIA INST OF TECHNOLOGY | Unauthenticated | Downloaded 03/28/22 05:12 PM UTC

https://doi.org/10.1175/JPO-D-17-0125.1
https://doi.org/10.1175/JPO-D-17-0125.1
https://doi.org/10.1175/1520-0485(2002)032<0336:DOAFWS>2.0.CO;2
https://doi.org/10.1175/1520-0485(2002)032<0336:DOAFWS>2.0.CO;2
https://doi.org/10.1175/JPO-D-14-0201.1
https://doi.org/10.1017/jfm.2015.88
https://doi.org/10.1017/jfm.2015.88
https://doi.org/10.1175/JPO-D-19-0313.1
https://doi.org/10.1038/513179a
https://doi.org/10.1175/JPO-D-15-0244.1
https://doi.org/10.1175/JPO-D-15-0244.1
https://doi.org/10.1029/JC095iC03p03181
https://doi.org/10.1029/JC095iC03p03181
https://doi.org/10.1080/07055900.1991.9649407
https://doi.org/10.1175/1520-0485(2001)031<0138:AIVONB>2.0.CO;2
https://doi.org/10.1175/1520-0485(2001)031<0138:AIVONB>2.0.CO;2
https://doi.org/10.1175/1520-0485(2001)031<0138:AIVONB>2.0.CO;2
https://doi.org/10.1146/annurev.fluid.39.050905.110227
https://doi.org/10.1146/annurev.fluid.39.050905.110227
https://doi.org/10.1146/annurev.fl.25.010193.001451
https://doi.org/10.1146/annurev.fl.25.010193.001451
https://doi.org/10.1175/1520-0485(1990)020<1634:OPVMOM>2.0.CO;2
https://doi.org/10.1175/1520-0485(1990)020<1634:OPVMOM>2.0.CO;2
https://doi.org/10.1175/JPO-D-17-0141.1
https://doi.org/10.1175/JPO-D-19-0006.1
https://doi.org/10.1175/1520-0469(1965)022<0402:TIOVBL>2.0.CO;2
https://doi.org/10.1175/1520-0469(1965)022<0402:TIOVBL>2.0.CO;2
https://doi.org/10.1038/35003164
https://doi.org/10.1175/JPO3130.1
https://doi.org/10.1175/JPO3130.1
https://doi.org/10.1017/S0022112091001581
https://doi.org/10.1017/S0022112091001581
https://doi.org/10.1175/1520-0485(1993)023<0005:SBBLOA>2.0.CO;2
https://doi.org/10.1175/1520-0485(1993)023<0005:SBBLOA>2.0.CO;2
https://doi.org/10.1175/JPO-D-16-0082.1
https://doi.org/10.1016/0011-7471(66)90602-4
https://doi.org/10.1016/S0967-0637(98)00070-3
https://doi.org/10.1016/S0967-0637(98)00070-3
https://doi.org/10.1029/2011GL046576
https://doi.org/10.1029/2011GL046576
https://doi.org/10.1175/2010JPO4522.1
https://doi.org/10.1357/0022240973224085
https://doi.org/10.1016/0011-7471(70)90058-6
https://doi.org/10.1017/S0022112086001234
https://doi.org/10.1126/science.276.5309.93
https://doi.org/10.1017/S0022112082002250
https://doi.org/10.1175/JPO-D-19-0174.1
https://doi.org/10.1175/JPO-D-19-0174.1
https://doi.org/10.1175/JPO-D-18-0079.1
https://doi.org/10.1175/JPO-D-20-0168.1
https://doi.org/10.5670/oceanog.2013.07
https://doi.org/10.5670/oceanog.2013.07


Thompson, L., and G. C. Johnson, 1996: Abyssal currents generated
by diffusion and geothermal heating over rises. Deep-Sea Res.
I, 43, 193–211, https://doi.org/10.1016/0967-0637(96)00095-7.

Thorpe, S. A., 1987: Current and temperature variability on the
continental slope. Philos. Trans. Roy. Soc. London, A323,
471–517, https://doi.org/10.1098/rsta.1987.0100.

Trowbridge, J. H., and S. J. Lentz, 1991: Asymmetric behavior
of an oceanic boundary layer above a sloping bottom. J.
Phys. Oceanogr., 21, 1171–1185, https://doi.org/10.1175/
1520-0485(1991)021,1171:ABOAOB.2.0.CO;2.

Waterhouse, A. F., and Coauthors, 2014: Global patterns of dia-
pycnal mixing from measurements of the turbulent dissipation

rate. J. Phys. Oceanogr., 44, 1854–1872, https://doi.org/10.1175/
JPO-D-13-0104.1.

Wenegrat, J. O., and L. N. Thomas, 2020: Centrifugal and sym-
metric instability during Ekman adjustment of the bottom
boundary layer. J. Phys. Oceanogr., 50, 1793–1812, https://doi.
org/10.1175/JPO-D-20-0027.1.

}}, J. Callies, and L. N. Thomas, 2018: Submesoscale baroclinic
instability in the bottom boundary layer. J. Phys. Oceanogr.,
48, 2571–2592, https://doi.org/10.1175/JPO-D-17-0264.1.

Wunsch, C., 1970: On oceanic boundary mixing. Deep-Sea Res.
Oceanogr. Abstr., 17, 293–301, https://doi.org/10.1016/0011-
7471(70)90022-7.

J OURNAL OF PHY S I CAL OCEANOGRAPHY VOLUME 52596

Brought to you by CALIFORNIA INST OF TECHNOLOGY | Unauthenticated | Downloaded 03/28/22 05:12 PM UTC

https://doi.org/10.1016/0967-0637(96)00095-7
https://doi.org/10.1098/rsta.1987.0100
https://doi.org/10.1175/1520-0485(1991)021<1171:ABOAOB>2.0.CO;2
https://doi.org/10.1175/1520-0485(1991)021<1171:ABOAOB>2.0.CO;2
https://doi.org/10.1175/JPO-D-13-0104.1
https://doi.org/10.1175/JPO-D-13-0104.1
https://doi.org/10.1175/JPO-D-20-0027.1
https://doi.org/10.1175/JPO-D-20-0027.1
https://doi.org/10.1175/JPO-D-17-0264.1
https://doi.org/10.1016/0011-7471(70)90022-7
https://doi.org/10.1016/0011-7471(70)90022-7

